Energy Optimization for Deep Learning in Edge Computing: An Overview

# INTRODUCTION

Edge computing

Deep learning

Energy concerns, optimization and challenges

# BACKGROUND

## Background on Edge computing

## Background on Deep Learning

# Industrial Applications (Energy-efficient DEEP LEARNING in Edge)

There are many existing studies on applying energy-efficient deep learning techniques in edge computing. They mainly focus on the following industrial applications.

## Internet of vehicles (6)

Vehicular edge computing (VEC) is the application of mobile edge computing (MEC) in vehicular scenarios, and it has received great attention.

Wang *et al.* [1] consider an increasingly prominent challenge of meeting communication and computational needs of vehicles with the emergence of vehicular applications. Fog computing improves the performance of vehicular services by using computational offloading at the network edge. They design a fog-cloud computational offloading method in Internet of Vehicles (IoVs) for minimizing both the power consumption of vehicles and that of computational facilities. An offloading problem is formulated as an NP-hard one, and solved by a heuristic algorithm gradually. Specifically, a predictive combination transmission mode is designed for vehicles, and a deep learning model is establishes for computational facilities for determining the optimal allocation of workload.

Ning *et al*. [75] consider the challenge of how to meet quality of experiences of users in intelligent networks with limited computing abilities of vehicular fog nodes. Fog computing infrastructure is deployed closely to terminals, and provides updated communication and computing platforms to emerging vehicular services. They develop a three-layer offloading framework for Internet of Vehicles (IoV) to minimize their total energy consumption while meeting delay constraints of users. Considering the high computational complexity, an optimization problem is formulated and decomposed into two parts including flow redirection and offloading decision. Then, a deep reinforcement learning-based mechanism is proposed to solve it. Real-world data-based evaluations show that the average energy consumption is reduced by 60% compared with the baseline algorithm.

Jiang *et al*. [19] consider a hybrid mobile edge computing (HMEC) platform including ground vehicles (GVs), ground stations (GSs) and unmanned aerial vehicle (UAVs). They are connected with mobile edge cloud that enables Internet of thing (IoT) devices or user equipments (UEs) to offload intensive computing tasks. It aims to develop an online offloading algorithm to achieve the energy consumption minimization for all UEs by optimizing positions of UAVs and GVs, user association and resource allocation in a dynamic environment. Then, a hybrid deep learning-based online offloading framework is designed and it applies a large-scale path-loss fuzzy c-means algorithm to predict the optimal positions of GVs and UAVs. A fuzzy membership matrix U-based particle swarm optimization algorithm is adopted to produce sample datasets for a deep neural network (DNN). Then, a DNN with a scheduling layer is developed to obtain computing resource allocation and user association while meeting practical latency needs of tasks with limited computing resources and energy of HMEC.

Lammie et al. [76] consider the challenging problem of the robust and efficient detection of weed species in robotic weed control technologies. Deep neural networks (DNNs) have demonstrated remarkable performance for plant classification. Training DNNs on graphics processing units (GPUs) provides higher levels of performance; however, GPUs consume large power. The field programmable gate array (FPGA)-based DNNs have many advantages in energy efficiency compared with traditional GPU- and CPU-accelerated networks. DNNs networks that are properly designed and customized on GPUs and FPGAs, are ideal candidates for inference and learning in resource-constrained and power-limited portable devices, e.g., robots and edge devices in Internet of Things (IoT). They adopt GPU- and FPGA-accelerated DNNs that are deterministically binarized for weed species classification in robotic weed control. Their results show that the FPGA-accelerated binarized networks dramatically outperform the GPU-accelerated ones in terms of power consumption reduction and weed image inference time. It provides a significant step for deep learning and inference on IoT edge devices, and portable machines like agricultural robots.

The fast increase of data processing needs from users in MEC, the traditional mobile edge servers (MESs) fail to provide effective and timely services. To solve it, Li *et al.* [37] tries to adopt unmanned aerial vehicle (UAV) as an MES that provides offloading of computational tasks for users. They aim to maximize the migration throughput for users’ tasks with UAV that only has limited energy. A maximization problem is formulated as a semi-Markov decision process without transition probability. Then, a deep reinforcement learning (DRL)-based scheme is proposed to maximize the migration throughput of user tasks. It achieves a maximum autonomic migration throughput for users’ tasks with limited UAV energy and improves quality of service of MEC.

Zhan *et al.* [81] consider a computation offloading scheduling problem in a VEC scenario, where a vehicular terminal (VT) travels along an expressway, and makes the scheduling decision for tasks waiting in their task queue. These tasks are independently produced by different applications, and therefore they have heterogeneous characteristics in terms of data size and computation-to-volume ratio. They lead to dynamical changes of data transmission time, energy consumption and transmission failures. Servers in MEC are equipped in roadside units (RSUs) are executed to perform computation for the VT. The resource-demanding tasks can be offloaded to MEC servers in RSUs for significantly reducing the energy consumption and execution latency of in-vehicle applications. They consider a key challenge of how to achieve a trade-off between energy consumption and task execution latency. To tackle it, a DRL-based offloading approach is designed to minimize the long-term cost in terms of a trade-off between task latency and energy consumption. Their DRL implementation is proposed according to a proximal policy optimization algorithm. It combines a parameter-shared network architecture with a convolutional neural network to approximate both value and policy functions for effective representative feature extraction.

## Microgrid (5)

Munir *et al.* [3] consider a problem of risk-sensitive microgrid energy profiling for a MEC network. It considers conditional value-at-risk and determines the predicted energy shortfall risk by using the coordination with uncertainties of both supply and demand. A multi-agent system is designed to specify an optimal scheduling strategy for the agents. Then, a multi-agent deep reinforcement learning based on asynchronous advantage actor-critic is adopted to mitigate the dimensionality curse and design the optimal energy profile among agents. Their results show that the proposed model realizes high-accuracy energy profiling than a single agent solution. Munir *et al.* [39] propose an energy supply plan for MEC networks supported by microgrid. An energy consumption minimization problem is formulated for microgrid-enabled MEC networks. It is a mixed integer nonlinear optimization one with tasks’ latency and computational constraints, and it also considers the uncertainty of both energy generation and consumption. It is decomposed into two subproblems including energy-efficient tasks allocation and energy supply plan. In addition, a density-based spatial application clustering is applied to solve the first one for each base station, and a model-based deep reinforcement learning is adopted to the second one. Naderializadeh and Hashemi [66] consider a computation offloading problem in a MEC architecture, and many energy-constrained users simultaneously offload their tasks to servers with a shared wireless medium. A multi-agent deep reinforcement learning method is proposed where an agent is designed for each server and it observes its associated users’ status and chooses the optimal offloaded user in each step. The task completion time and system lifetime are selected as two key performance factors, and their results prove that the proposed method achieves better performance than baseline algorithms. Khan *et al.* [95] introduce the factors that affect the selection of microgrids as major electrical grids, and gives benefits of microgrids. In addition, they consider the problems that hinder benefits brought by distributed energy production in microgrids, and then design an architecture based on artificial intelligence (AI) to address these challenges. Furthermore, a simulation framework is designed and useful data is adopted to build AI capabilities within energy utilities. In addition, a scalable framework that applies deep learning techniques is also implemented. Based on it, the AI inference at nodes and sensors in edge is realized to optimize the benefits brought by microgrids at different scenarios including community, enterprise and campus levels in smart cities.

## Computer Vision

Luo *et al.* [10] jointly optimize quality of experience (QoE) and energy consumption for video streaming in software-defined mobile networks. Specifically, a mechanism is proposed to jointly consider video quality adaption, buffer dynamics, video transcoding, edge caching and transmission. The time-varying channel is assumed as a discrete-time Markov chain, based on which two optimization problems are formulated as a Markov decision process (MDP) and a constrained MDP. A Lyapunov technique is adopted to transform a constrained MDP into regular one, which is further solved by an asynchronous advantage actor-critic algorithm. Then, the energy saving is achieved while QoE is also enhanced. Xu *et al*. [55] present an efficient CNN to reconstruct speckle image in cloud-edge computing for better image resolution with fewer inputs. A self-back stacked efficient residual factorized network is designed to reconstruct image through scattering medium. It includes two training stages, and the model is used for analyzing speckle image from low resolution to high one. Results show that a high resolution is achieved even if there are a small input samples. Lim *et al*. [38] propose an energy-efficient communication method in edge computing with deep learning, and it decreases power consumed by image transmission using edge computing. An energy-efficient IoT camera called CamThings is implemented by using the proposed communication and periodic on-off scheduling. CamThings performs better than the method that only adopts periodic on-off scheduling with respect to lifetime and power consumption. Zhang *et al*. [54] propose an offloading prediction algorithm to minimize real-time transmission of images. It predicts the future need for deep learning of each unmanned aerial vehicle (UAV), and transmits images only when necessary. Holistic allocation of resources is determined at edge according to the likelihood analysis of offloading for multiple UAVs. Monburinon *et al*. [68] present a hierarchical image recognition system based on edge computing, and its major processing is implemented at Raspberry Pi. A dynamic learning method is implemented and a convolutional neural network is trained to achieve recognition of animals in a specific environment. The recognition module is deployed in edge servers on gateway devices for performing offline image classification.

## Mobile Edge Computing (7)

Jin *et al*. [17] investigate a multi-user MEC system and propose computation offloading and resource allocation policies with the objective of minimization of energy consumption and service delay in a dynamic environment. An optimization framework is proposed based on deep reinforcement learning to maximize long-term cumulative rewards. Zhu *et al*. [44] propose a computation offloading mechanism to decrease completion time of applications and energy consumed by user devices. The formulated computation offloading problem is transformed into a time and energy optimization one. The optimal cost strategy is obtained with deep Q-learning. It outperforms local execution and random offloading with respect to energy consumption and completion time of service workflows.

Wang *et al*. [18] propose a DRL-based offloading framework to solve problems of task adaption and dependency in dynamic scenarios. It well learns an offloading policy represented by a sequence-to-sequence neural network. The offloading policy is inferred by automatically finding common patterns in different applications in various scenarios. Li *et al*. [23] investigate a multi-user MEC system in which many user equipments (UEs) realize computation offloading through wireless channels connected to an MEC server. The weighted cost of energy consumption and delay for UEs is formulated as an optimization objective. The offloading and allocation of computational resources are jointly optimized in an MEC system. A reinforcement Learning-based optimization framework is proposed by adopting Q-learning schemes. Zhang *et al*. [72] design an offloading framework for a network architecture including an MEC server and a mobile user based on deep reinforcement learning. The task flow offloading process is modeled as a Markov decision process. It aims to minimize the weighted sum of power consumption and offloading latency, which is transformed into the reward in each time slot. Yang *et al*. [30] consider a problem of joint minimization of energy and latency for hierarchical machine learning task distribution in mobile edge computing. The shallow neural network models are embedded in mobile devices in the framework. The computing-intensive and latency-sensitive tasks are offloaded to a nearby MEC server, which supports a deep neural network model. A piecewise convex optimization problem is formulated to minimize the weighted-sum of energy and latency. Then, a closed-form solution for an optimal strategy of partial offloading is obtained analytically. Dong *et al*. [21] investigate a mobile edge computing system supporting both low-latency and ultra-reliable communication services and delay tolerant ones. The normalized energy consumption is minimized by optimizing resource allocation, user association and offloading probabilities while meeting quality-of-service needs. A deep learning (DL) architecture is proposed and it is trained in a central server. An optimization algorithm is proposed to obtain the optimal offloading and resource allocation.

## Smart Grid (5)

Cheung *et al*. [16] design an unsupervised disaggregation model for the disaggregation of solar production from measurements of advanced metering infrastructures (AMI) without training data. The model only needs the inputs of AMI measurements from users in a regional area and solar irradiance. Then, users’ consumption is modeled by neighboring households and it does not need rooftop photovoltaics for achieving the disaggregation. Li *et al*. [69] develop a home energy management system in a demand side management (DSM) program and it is equipped with an edge computing server. It maximizes the expected total reward of a home owner, which is obtained by calculating the difference between reward of edge computing tasks and the sum of electricity cost, the computation offloading cost and the violating penalty of DSM needs. Then, the deep deterministic policy gradient is adopted to solve long-term temporal interdependency and high-dimensional state space in their formulated MDPs. Sirojan *et al*. [77] present a deep learning-based sustainable method for an edge device and it can be used on top of a power pole for detecting high impedance faults in a real-time manner. In the embedded edge node, larger throughput, less latency and network traffic offloading are achieved by using feature extraction, data acquisition and deep learning based fault identification. In addition, hardware pipelining and parallelism are used to realize the real-time fault identification on edge nodes, and guarantee efficient usage of resources. Zhang *et al*. [85] adopt a deep learning method named deep stacked autoencoder (SAE) to discover anomalies in physical system measurements. The proposed unsupervised method is evaluated to discover anomalies and investigate root cause analysis with an end-to-end transactive energy system testbed. It provides a transactive control mechanism for energy production of a large number of devices in edge computing and Internet of Things (IoT). Wang *et al*. [2] propose a model based on MobileNets convolutional neural network to discover the patterns of gas-insulated switchgear partial discharge (PD). The PD pattern datasets for recognition and classification are constructed by using FDTD simulation. After the MCNN model is obtained, an inverse residual structure and depthwise separable convolutions are used to address the vanishing gradient of deep convolutional neural networks in the recognition of PD patterns. The model improves the recognition performance of the gas-insulated switchgear PD, and it can also be incorporated into Ubiquitous Power Internet of Things where intelligent terminals are enabled by edge computing in embedded systems.

## Healthcare system (5)

There have been a number of research efforts devoted on this topic. Hartmann et al. [58] introduce classification techniques of healthcare applications, specifically for electrocardiogram (ECG) beat, in emerging edge computing. These classification techniques are implemented on a platform based on Raspberry Pi. A performance comparison of classification techniques is given in terms of three key performance indicators including latency, energy efficiency and accuracy, for health care applications. Reddy *et al*. [59] implement a voice disorder detection system with a deep learning method. A patient collects his/her voice samples apprehended by smart sensors, and these samples are sent to edge computing for initial transformation. Then, the produced knowledge is transmitted through edge to core cloud for further transformation. The analysis is realized by a service provider running in a cloud manager. Finally, automatic analysis is given and the result is sent back to a consultant, who gives the optimal therapy to patients. Granados *et al*. [52] investigate the balance between performance, latency and power consumption among gateway, cloud, fog and edge layers in an IoT medical platform. An IoT architecture is implemented to classify multichannel electrocardiogram (ECG) signals into abnormal or normal states with deep learning models. Then, a clinically relevant condition is represented by combining users’ embedded devices with current machine learning packages, *e.g.*, TensorFlow. Different hardware platforms are evaluated to obtain the optimal compromise with respect to power consumption, latency and convenience.

In addition, Naeini *et al*. [96] propose a self-aware and smart system for the continuous monitoring of pain intensity at an edge layer, and it can dynamically make decisions at run-time for the pain level changes. Nased on the dataset of BioVid heat pain, the proposed method significantly reduces energy consumption with a negligible loss of accuracy compared to its non-adaptive peer. It can further provide objective and accurate pain assessment, which is a key for effective management pain. In this way, the energy consumption is minimized by adaptively offloading tasks to gateway devices in the edge layer. Tuli *et al*. [97] present a framework named HealthFog to apply ensemble deep learning in devices of edge computing, and run it for a real-world application to realize the automatic analysis of heart disease. It provides healthcare as a service by using IoT nodes and efficiently manages the heart data of patients. A Fog-supported cloud framework is adopted to evaluate its performance with respect to network bandwidth, power consumption, jitter, accuracy, execution time and latency.

## Smart Cities (5)

Ke *et al*. [43] propose a renewable energy aware and data offloading model and it investigates an MEC server in a dynamic IoT environment. The server executes different stochastic tasks and involves many time-changed wireless channels. A joint method is proposed for optimizing bandwidth allocation, data transmission delay, data offloading and consumption of renewable energy for IoT nodes according to a deep reinforcement learning method. It can cope with a continuous action space and avoid the dimensionality curse due to the action space complexity. Liu *et al*. [46] adopt deep reinforcement learning to realize an energy management system for an IoT-based edge computing infrastructure. Then, they give an introduction of IoT-based management of energy in smart cities. Besides, the software model and framework designed for the edge computing system are described. Furthermore, an energy scheduling method based on deep reinforcement learning is presented for the framework and evaluated. It can efficiently use green energy management systems in explosively developed smart cities. Zhang *et al*. [47] design an assessment method for urban street cleanliness by using deep learning and mobile edge computing. High-resolution cameras run in vehicles and obtain images of the street. The servers in mobile edge are adopted to store the information of street image. Then, the street data is delivered to a cloud data center for further processing and analysis by using city networks. In addition, the faster region convolutional neural network is adopted to determine the categories of street garbage and calculate the number of garbage. Finally, the proposed method is integrated into a framework of the calculation of street cleanliness. It visualizes the levels of street cleanliness, and helps city managers to effectively schedule clean-up personnel. Luong *et al*. [82] adopt deep learning and propose an optimal auction for the allocation of edge resources. A multi-layer neural network architecture is proposed according to the analytical solution for the obtained optimal auction. The monotone transformations of bids of the miners are performed by neural networks. Then, the conditional payment rules are calculated for the miners. Then, the valuations of the miners are used as the training data to change parameters of neural networks to achieve the loss function minimization. It derives the optimal auction that leads to high revenue for mobile blockchain. Lee *et al*. [98] design a system to predict the consumption of energy by using a deep learning algorithm in an edge environment. The proposed system is applied in an office environment by creating a testbed. The long short-term memory network is adopted to demonstrate its high prediction accuracy for time series energy data in each day. It greatly improves the sustainability and sophistication of smart cities for governments around the world.

# DNN-based mechanisms for energy optimization

## DNN compression (5)

DNN compression is an emerging method to decrease the network complexity. Han *et al*. [99] propose a 3-step algorithm including pruning, quantization and encoding to decrease the memory consumption of a DNN. Structured pruning [100] adopt constraints on some parameters of DNNs to keep a certain structure. Another method aims to prune the least significant and redundant weight parameters of DNNs [101], and weights are shared to decrease the dimensionality. Other compression approaches are designed by using knowledge transfer [102], low-rank approximations [103] and variational dropout [104]. In addition, Yan and Pei [56] develop a framework to produce a robust compressed model based on deep convolutional neural network in an edge environment. The obtained model is then partitioned and further trained in mobile devices and an edge server, respectively. The compressed model is robust and it is mainly obtained by using model robustness and compression. First, a defensive mechanism is designed in model robustness, and it improves the robustness of the compressed model compared with adversarial examples. In addition, its weight distribution is further considered to improve its accuracy. The compressed model is small-scale yet robust, and it can be deployed in mobile devices for recognition tasks. Then, the collaborative inference between devices and servers is achieved while providing strong robustness and high accuracy. Lu *et al*. [62] adopt the predictive ability of machine learning, and implement a device-level engine for the selection of DNN models and quality-of-experience-optimal inference in edge. A problem of DNN model selection is formulated in a multi-armed contextual bandit framework. The DNN models and features of edge nodes are contexts and pre-trained models are arms selected according to the historic information of actions and users' quality of experience. An efficient online learning algorithm is developed to achieve a balance between exploration and exploitation. Wu *et al*. [80] present an energy-efficient accelerator for sparse compressed convolutional neural networks (CNNs) by decreasing accesses of DRAM and removing zero-operand computation. The compression of weights is adopted for sparse compressed CNNs to decrease the needed and memory. Therefore, zero-valued activations are produced by ReLU functions. In addition, workloads are allocated according to channels to enhance the task parallelism degree, and all-row-to-all-row multiplication of non-zero elements is utlized for avoiding redundant computation.

Young *et al*. [84] show that the automated design of deep neural networks is attracting a growing amount of attention, and it creates the different networks that contain significantly different characteristics of computations, *e.g.*, model size, energy usage and inference time, especially as the number of deep learning applications increases. Then, it provides a chance to utilize this hyperparameter optimization process to make deep neural networks energy efficient, and they are easy to be deployed in smaller devices. Marchisio *et al*. [20] point that deep neural networks have unmatchable performance in different applications, *e.g.*, computer vision, natural language processing and image processing. However, their energy consumption is becoming a difficult problem as deep neural networks increase in complexity because the edge devices are usually resource-limited and energy- limited. Consequently, specialized optimizations, *e.g.*, compression techniques, are highly needed for deep learning and have to be implemented in both hardware and software. The current trends of these optimization algorithms are comprehensively surveyed and important open research challenges are also discussed. Zhang *et al*. [4] give a performance comparison of many widely used machine learning packages designed for devices in edge computing, *e.g.*, TensorFlow, Caffe2, MXNet, PyTorch, and TensorFlow Lite. They mainly evaluate memory footprint, latency and energy of these packages by using two types of neural networks on different devices in edge. The evaluation gives a reference to choose suitable combinations of software and hardware packages for end users, and also show potential future directions to further optimize packages.

## DNN partitioning (5)

Shi *et al*. [35] discuss the impact of DNN partitioning on the latency of inference and the risks of privacy in edge computing. According to the obtained insights, an offloading method is designed to partition the DNN adaptively in different network environments. In this way, an optimal tradeoff between privacy and performance for battery-powered mobile devices is achieved. The strategy is obtained with a learning-based Lyapunov optimization framework and it provides a provable guarantee of performance. A small-scale testbed is built to prove the efficacy of the designed offloading strategy. Teerapittayanon *et al*. [36] present distributed deep neural networks (DDNNs) for distributed hierarchies of computing. They include end devices, edge (fog) and cloud. DDNN enables localized and fast inference by using its shallow portions at end devices and the edge. The sections of a DNN are mapped onto a distributed computing hierarchy. Then, they are jointly trained to minimize resource and communication usage for end devices and maximize usage of obtained features utilized in the cloud. In this way, a DDNN exploits geographical difference of sensors to increase accuracy of object recognition and decrease communication cost. Ko et al. [92] applies partitioning of a deep neural network between a host platform and an edge in an IoT environment. A DNN is presented as an encoding pipeline, and the space of output feature for an intermediate layer is transmitted to the host platform. Then, the encoding of the feature space is designed to improve the maximum input rate for the edge platform and decrease its energy consumption. In addition, energy-efficiency and throughput of the edge and the host are improved. Yang et al. [93] consider a joint energy and latency minimization problem for distribution of hierarchical machine learning tasks in mobile edge computing. Then, a framework is proposed to enable end devices embedded with shallow neural network models. The computing-intensive and latency-sensitive tasks are offloaded to a nearby server where a powerful deep neural network model is deployed. The offloading strategy is formulated as a piecewise convex optimization problem. An optimal partial offloading method for tasks is obtained analytically for minimizing the weighted sum of energy and latency. Zientara *et al*. [94] investigate the tradeoff between energy consumption and the performance for deep neural networks. A scheme is presented to exploit QoS tolerance for DNNs with decreased mobile device power consumption and transmission fidelity. Then, an adaptive method is developed for the run-time selection of a suitable model, offload selection, and transmission power setting for given noisy environments.

## Power/Battery Management (7)

Kang *et al*. [22] design a joint optimization approach for distributed energy-efficient data centers. It uses a long short-term memory (LSTM) algorithm to increase the prediction accuracy of green energy for a long period, and an unsupervised deep learning method to optimize the coordinated frequency scaling and right sizing. In addition, a macro/micro time scale-based management method for data center management is presented to decrease wake-up transition overhead and improve high energy efficiency. Xu *et al*. [24] adopt an energy harvesting method and study a dynamic access control problem for MEC. It aims to maximize the long-term average rate of uplink transmission, and minimize the energy consumption of transmission for green IoT networks. Each IoT device is powered by a battery, which utilizes energy from its surrounding environments. The problem is formulated as a Markov decision process with unknown system dynamics. An LSTM-based deep Q-network is proposed to achieve the optimal access control for the IoT network. Nguyen *et al*. [26] adopt a gradient algorithm of deep deterministic policy, and propose two methods for a multi-agent problem of power allocation for vehicle-to-vehicle communications in device-to-device environments. Their results demonstrate that the proposed models perform better than other deep reinforcement learning methods with respect to network energy flexibility and efficiency. Chen *et al*. [33] consider a representative MEC scenario for mobile users in an ultra-dense network, where many base stations are available for computation offloading. A Markov decision process is modelled and an optimal computation offloading policy is achieved to minimize the long-term cost. The offloading decision is obtained by considering channel qualities between BSs and mobile users, states of energy queue and task queue. To address high dimensionality curse in state space, a deep Q-network-based computation offloading method is proposed to find the optimal policy without priori dynamic statistics.

Meng *et al*. [34] propose a nonvolatile memories-friendly training method for neural networks. The update of weights is redesigned to decrease bit flips in cells of nonvolatile memories. In addition, two methods including bitwise rotation and filter exchange are adopted to balance writes to different bits of each weight and different weights. The methods are implemented in Caffe and results demonstrate they significantly reduce power consumption and improve endurance while keeping high accuracy of inference. Zhang *et al*. [42] propose a double deep Q-learning model for energy-efficient edge scheduling. It includes a new network for obtaining a Q-value for each dynamic voltage and frequency scaling algorithm, and a target network for obtaining the target Q-values for the training of the parameters. Besides, a rectified linear units function is adopted as the activation function in a double deep Q-learning model to solve the problem of gradient vanishing. Then, an experience replay-based learning algorithm is proposed to train the model parameters, and achieve energy reduction and training time. Zhu *et al*. [45] aim to achieve an efficient mechanism of computation offloading for service workflows in mobile edge computing. It decreases completion time of applications and energy consumption of user devices in offloading. The computation offloading problem is formulated as a time and energy optimization one. Then, the optimal cost strategy is obtained by using deep Q-learning according to users’ experience.

## Resource Allocation (9)

Yang *et al*. [27] propose an energy-efficient edge processing method to execute tasks of deep learning inference at edge nodes whose connections to mobile devices are subject to uncertainties in channels. A joint downlink beamforming and inference tasking problem is formulated by considering characteristics of a group sparse objective function. A statistical learning method is provided by using robust optimization to approximate intractable nonconvex quadratic constraints. He *et al*. [31] design a tandem queueing model to obtain the end-to-end inference latency of deep learning tasks in multiple partitions of deep neural networks. A joint optimization problem of resource allocation and partition deployment is proposed to minimize the end-to-end latency. It is formulated as a mixed integer nonlinear Programming (MINLP) one, which is decomposed into two problems including computing resource allocation and DNN partition deployment. The the near-optimal solution is obtained by using a designed computing resource allocation algorithm and a low-complexity DNN partition deployment algorithm. Lei *et al*. [48] design time and energy-efficient methods for content delivery at the edge of network. Two resource allocation problems are formulated to minimize the transmission time and energy in content delivery, respectively. They are formulated as mixed-integer linear programs, and solved by learning-based methods including fully-connected deep neural network and convolutional neural network to provide a computationally-efficient and high-quality solution.

Dong *et al*. [61] consider a mobile edge computing system that provides both low-latency and ultra-reliable services and delay tolerant services. It aims to achieve the normalized energy consumption minimization by optimizing resource allocation, user association, and offloading probabilities subject to quality-of-service constraints. A deep learning architecture is proposed by using a digital twin of the real network environment to train the deep learning algorithm offline in a central server. An optimization algorithm is proposed to obtain the optimal offloading probabilities and resource allocation and at each access point. Dai *et al*. [71] adopt deep reinforcement learning (DRL) to obtain an optimal resource allocation and computation offloading strategy for minimizing the energy consumption of system by using network information including computation resources, available bandwidth and wireless channel state. A multi-user edge computing architecture in heterogeneous networks is presented by considering strong relations among devices on application needs or radio access. The joint resource allocation and computation offloading problem is formulated as a DRL form, and a new DRL-inspired algorithm is proposed to minimize energy consumption of system.

Gu *et al*. [74] propose a framework for efficient training of distributed deep neural network (DNN) that affects the best configuration of a training cluster with heterogeneous computing resources. It adopts pre-training with a limited number of training steps and predicts training time, energy, and energy-delay product for each configuration of training cluster. It performs training of DNN models for remaining steps by the selected best cluster configuration according to preferences, e.g., energy efficiency and training time, of DNN service providers. Wan *et al*. [88] design an online three-layer data processing network by using a MEC technique. The raw data is produced by distributed sensors with local information. Then, unmanned aerial vehicle base stations are deployed as MEC servers that collect data and process it. Then, a centralized cloud obtains processed results. Edge nodes stabilize delay to guarantee freshness of data and processing capability under limited onboard energy constraints. Then, an algorithm for online edge processing scheduling is proposed with Lyapunov optimization, and deep reinforcement learning is adopted to propose online path planning. Cui *et al*. [49] formulate the energy and latency optimization for satellite-based IoT as a mixed-integer programming problem, which is difficult to solve. It is decomposed into two sub-problems including communication and computing resource allocation, and joint offloading and user association with the optimal resource allocation. Especially, deep reinforcement learning is adopted to solve the second sub-problem that is formulated as a Markov decision process. Heydari *et al*. [51] considers a system consisting of multiple non-cooperative mobile devices and edge devices. Several offloading policies are designed to minimize the drop rate of tasks and the execution delay without information about task arrival rates and channel models at mobile devices. This problem of non-cooperative resource allocation is partially observable for each mobile device. A deep reinforcement learning-based method is applied to progressively learn dynamic information of the environment and the long-term results of decisions.

## Computational offloading (8)

In order to achieve lower average task’s latency and energy consumption, we minimize the weighted summation of the average task’s delay and energy consumption by optimizing the task’s offloading decision [91]. Ren *et al*. [28] . In this way, computational offload decisions for management of federation and complex resources are specified in a real-time manner by considering dynamic radio environments and workloads. Multiple DRL agents are deployed in multiple edge nodes. In addition, federated learning is adopted to train the agents in in a distributed way with the objective of decreasing transmission cost between edge nodes and IoT devices. Ali *et al*. [40] design an energy-efficient deep learning based offloading method to obtain a smart decision-making algorithm. It chooses an optimal set of components according to remaining energy of user equipments, energy consumption, network conditions, workload, data transfer, and communication latency. A cost function is formulated by considering the factors and obtain the cost of all combinations of component offloading methods. In addition, it determines the optimal methods based on a dataset, and a deep learning network is trained accordingly. Dey *et al*. [57] implement a deep learning inference offloading system with a Raspberry Pi 3-based robot vehicle in an Intel hardware accelerator. A workload partitioning method is proposed and experimental performance results are presented. It is shown that the optimal partitioning can be obtained by considering dynamic system load of edge devices in the deep learning profiling method. Lu *et al*. [65] propose a quality of experience model for the computation offloading. It capture three major factors including service latency, energy consumption, and task success rate. Moreover, a deep deterministic policy gradients algorithm is proposed to improve the quality of experience. To address the slow convergence and poor stability in the computation offloading, double Q-learning and dueling networks are used to improve the critic network. In this way, the quality of experience in edge-enabled IoT is improved.

Naderializadeh and Hashemi [67] investigate the computation offloading problem in a mobile edge computing environment. Multiple energy-limited users compete to offload tasks to available servers with a common wireless medium. A multi-agent deep reinforcement learning algorithm is proposed and an agent is designed for each server. The agents monitor the status of its users and choose the best user for offloading in each step. Two key performance factors including system lifetime and task completion time are considered. Gaballo *et al*. [78] provide an architecture for managing traffic that adopts deep learning to enable forwarding during task offloading for mobile and IoT devices. It is shown that deep learning is adopted to forward traffic of microservices and offloadi requests for mobile and IoT devices. Each router individually learns a lossy path and achieves high throughput without coordination by using signals from performance-unaware protocols, *e.g.*, OSPF. Chen *et al*. [89] consider mobile-edge computing for a mobile user in an ultradense sliced radio access network, where several base stations are selected for computation offloading. The problem is formulated as a Markov decision process and an optimal computation offloading method is proposed to maximize long-term utility performance. The optimal offloading is obtained according to the state of task queue and energy, and channel information between base stations and mobile users. To address a high dimensionality problem, a double deep Q-network-based computation offloading algorithm is proposed without needing a priori network knowledge. Liu *et al*. [90] investigate a three-tier architecture for mobile computing network. It includes edge computing servers, a user equipment and a cloud server where tasks can be run locally, in edge servers or in cloud server, respectively. The weighted sum of the average delay of tasks and energy consumption is obtained by optimizing task offloading. An optimization framework is proposed based on deep reinforcement learning to solve the computation offloading problem. Specifically, an actor-critic framework is adopted to solve it.

## DNN hardware architecture (9)

The optimizations of DNNs need to be supported by improved hardware accelerators, and there are several studies on accelerators for edge devices. To provide efficient deep neural networks, it is highly essential to optimize them at both algorithmic and hardware levels. Xiang *et al*. [86] propose a hardware implementation of analog deep neural network based on NOR Flash Computing Array. It removes additional analog-to-digital/digital-to-analog transformation between adjacent layers. It is high-speed, energy efficient and promising with respect to artificial intelligence at the edge. Chen *et al*. [87] propose a compute in memory method that is paired with high-density nonvolatile memory to improve operations of deep neural networks for artificial intelligence edge processors. Specifically, a binary-input hardware-driven ternary-weighted network is proposed to achieve a smaller energy-hardware cost by using the pseudo-binary nonvolatile memory macros and a two-macro deep neural network. Verhelst and Moons [83] introduce tightly interwoven methods for hardware and software processing for energy efficiency. It also shows the details of implementation of algorithmic innovations by using flexible processing architectures. It also points out the implementation challenges and chances for deep neural network algorithms. Ganguly *et al*. [79] give an analysis of deep learning architectures and how they benefit from modeling its algorithms as dataflows that are represented as neurons. It is shown that accuracy and performance of workloads are drastically improved when it is modeled as non-von Neumann architectures. A landscape of implementations of different convolutional neural networks across von Neumann and non-von Neumann models. Several factors that affect energy efficiency are discussed and they include energy models, estimation methods, benchmarks and standards. Asadikouhanjani and Ko [53] develop an architecture where the activation function is combined with a prior computational layer. It can decrease computations required to produce an output feature in convolutional and fully connected layers by ordering computation for early detection of the output feature. In addition, it enables zero computation skipping, and accelerates the computation of layer. In this way, a state-of-the-art DNN accelerator is built to achieve detection of negative output features.

Ahn *et al*. [50] provide a designed inference accelerator for automatic speech recognition by a deep neural network. It is implemented on a Xilinx FPGA and deployed to SKT NUGU. It outperforms cutting-edge CPUs by using slices of digital signal processing and memory bandwidth of FPGA. The faster response time is improved and the number of machines is reduced. Ascia *et al*. [70] evaluate network-on-chip-based deep neural network accelerators by investigating the design space of several parameters including routing algorithm, network size, link width, local memory size, and number of memory interfaces. It points out how latency is determined by the on-chip communication and how energy consumption is determined by on-chip and off-chip memory. Lee *et al*. [63] propose an energy-efficient accelerator for DNN learning supporting convolutional neural networks, fully connected learning, and inference. It considers three key characteristics including compressed sparse DNN learning/inference, fine-grained mixed precision, and the input load balancer. In this way, the energy efficiency is improved without any reduction of learning accuracy compared to sparse floating-point-16 operation. Kudo *et al*. [15] present an optimized DNN hardware architecture that enables variable and binary bit-width logarithmic quantization. It is the distributed-and-shared accumulator for processing multiple bit-serial inputs, and it adopts a single accumulator with a low-overhead circuit for the binary operation. The experimental results show that it decreases hardware resources and energy reduction compared with a prior architecture without losing any computing speed, functionality, and inference accuracy.

## DNN packages and tools (11)

Rios *et al*. [11] greatly improve a BLADE architecture for in-cache computing. It efficiently enables operations of multiplication by improving the local bitline circuitry, associativity-agnostic operations, and in-place shifting inside local bitline groups. It is implemented with CMOS 28nm bulk technology. A behavioral model is proposed to evaluate its performance in comparison with the latest BLADE architecture. Shafique *et al*. [12] introduce current and new trends of secure, reliable, efficient and scalable machine learning architectures for IoT devices, and also point out the challenges in realizing its expected goals. They give a roadmap to solve the challenges in designing scalable, energy efficient and high-performance architectures for realizing machine learning on the edge. Gong *et al*. [60] design a method to realize joint optimization of a neural architecture and a quantization space. It finds the optimal combinations of precisions and architectures to optimize both hardware energy consumption and prediction accuracy. It automatizes and improves the flow across the design ofneural architectures and the deployment of hardware. It provides better energy efficiency than its two peers including efficiency-aware NAS approaches and advanced quantization ones on two datasets.

Edstrom *et al*. [64] provide optimization of memory hardware to meet the budget of power in IoT edge devices. It considers many factors including tradeoff of accuracy, privacy, and power efficiency of different deep learning systems. According to a analysis of these factors, an integer linear program is formulated to minimize a mean square error. Then, energy-efficient and near-threshold memory operation is achieved for different privacy needs with slight reduction in classification accuracy. Vipin [73] present a Python package that allows faster DNNs with low-cost FPGA platforms. It combines designs of hardware and software, and enables pre-trained or on-board trained networks in environments similar to TensorFlow. Its produced DNNs have accuracy close to software implementations at lower energy cost.

Samajdar et al. [29] .

To address this need, we present GENESYS, an HW-SW prototype of an EA-based learning system, that comprises a closed loop learning engine called EvE and an inference engine called ADAM. EvE can evolve the topology and weights of neural networks completely in hardware for the task at hand, without requiring hand-optimization or backpropagation training. ADAM continuously interacts with the environment and is optimized for efficiently running the irregular neural networks generated by EvE. GENESYS identifies and leverages multiple unique avenues of parallelism unique to EAs that we term "gene"- level parallelism, and "population"-level parallelism. We ran GENESYS with a suite of environments from OpenAI gym and observed 2-5 orders of magnitude higher energy-efficiency over state-of-the-art embedded and desktop CPU and GPU systems.

Modern deep learning systems rely on (a) a hand-tuned neural network topology, (b) massive amounts of labeled training data, and (c) extensive training over large-scale compute resources to build a system that can perform efficient image classification or speech recognition. Unfortunately, we are still far away from implementing adaptive general purpose intelligent systems which would need to learn autonomously in unknown environments and may not have access to some or any of these three components. Reinforcement learning and evolutionary algorithm (EA) based methods circumvent this problem by continuously interacting with the environment and updating the models based on obtained rewards. However, deploying these algorithms on ubiquitous autonomous agents at the edge (robots/drones) demands extremely high energy-efficiency due to (i) tight power and energy budgets, (ii) continuous/lifelong interaction with the environment, (iii) intermittent or no connectivity to the cloud to run heavy-weight processing.

Neurosurgeon [5] is a lightweight scheduler that can automatically partition DNN computation between mobile devices and datacenters at the granularity of neural network layers. By effectively leveraging the resources in the cloud and at the edge, neurosurgeon achieves low computing latency, **low energy consumption**, and high traffic throughput.

FPGA-based accelerators can achieve high-performance computing with low energy, high parallelism, high flexibility, and high security [6].

An efficient speech recognition engine (ESE) is designed to speed up the predictions and save energy when applying the deep learning model of LSTM. ESE is implemented in a Xilinx XCKU060 FPGA operating at 200 MHz. For the sparse LSTM network, it can achieve 282 GOPS, corresponding to 2.52 tera operations per second (TOPS) on the dense LSTM network. In addition, energy efficiency improvements of 40× and 11.5× are achieved, respectively, compared with the CPU- and GPU-based solution [7].

NVIDIA Jetson TX2 is an embedded AI computing device, which is designed to achieve low latency and high power efficiency. It is built upon an NVIDIA Pascal GPU with 256 CUDA cores, an HMP Dual Denver CPU, and a Qualcomm ARM CPU. It is loaded with 8 GB of memory and 59.7 GB/s of memory bandwidth and the power is about 7.5 W. The GPU is used to execute the deep learning task, and CPUs are used to maintain general tasks. It also supports the NVIDIA Jetpack SDK that includes libraries for deep learning, computer vision, GPU computing, and multimedia processing [8].

Edge TPU is Google’s purpose-built ASIC for edge computing. It augments Google’s Cloud TPU and Cloud IoT to provide an end-to-end infrastructure and facilitates the deployment of customers’ AI-based solutions. In addition, Edge TPU can combine the custom hardware, open software, and state-of-the-art AI algorithms to achieve high performance with a small physical area and low power consumption [9].

Prevalence of internet of things (IoT) enabled applications provide a new opportunity to low-cost FPGA devices to act as edge computing neural network nodes. Although FPGA vendors provide neural network development environments, they often target high-end devices. At the same time these development platforms are not as user friendly as their software counterparts. In this work we introduce ZyNet, a Python package, which enables faster implementation of deep neural networks (DNNs) targeting low-cost hybrid FPGA platforms such as the Xilinx Zynq. Based on hardware-software co-design approach, this platform supports pre-trained or on-board trained networks with development environment very similar to the popular TensorFlow. Implementation results show that the DNNs generated by the platform achieve accuracy very close to software implementations at the same time gives throughput by an order of magnitude compared to other edge computing devices at lower energy footprint. The platform is integrated with Xilinx development tools and is distributed as open source.

List a table.

# NEW TRENDS AND OPEN CHALLENGES (Duplicated papers)

OPEN RESEARCH CHALLENGES

**Hardware Software Co-Design**: A common trend is to optimize the DNN for achieving high accuracy, without caring much about the underlying hardware complexity and energy consumption of a computing device. On the other hand, hardware designers have to implement a-posteriori architectures to exploit the software-level optimizations. However, hardware-aware software-level optimizations, e.g., for DNN architecture exploration [69] or compression [43] are promising and need further efforts to succeed. [20].

**In-Memory Computing**: It seems to be a promising paradigm for developing accelerators that can offer orders of magnitude of energy-efficiency gains compared to the conventional CPU and GPU based systems. However, the high variation characteristics associated with ReRAM and other non-volatile memories limit the accelerators which are based on them to offer precise functionality. Towards this, the multi-level cell (MLC) ReRAM technology has to be mature enough to offer reasonable precision while offering high data density. Also, a significant amount of work is required to develop methods which can be used to train networks such that they can offer high accuracy even when operated on NVM-based in-memory computing devices. [20].

**Hardware-Aware Hyperparameter Tuning and DNN Architectural Exploration**: Several software-level optimization techniques have been proposed which highlight that sparse DNNs, i.e., having lesser number of parameters, can also offer nearly the same level of output accuracy as dense DNNs. Systematic methodologies are required which, while being aware of the underlying hardware architecture and the system, can tune the network such that it offers near-optimal energy and performance efficiency while maintaining the baseline accuracy. [20].

Event-based Spiking Neural Networks: They have the potential to be much more energy-efficient, as compared to digital-based DNNs, because the power is only consumed when a spike is firing. Such event-driven processing are promising. Therefore, companies like IBM and Intel are investing into their respective neuromorphic architecture chips and its accelerators [48] [9]. [20].

## Distributed and Collaborative DNN

[13].

## Relationship to SDN and NFV Technologies

[10]

## Management and Scheduling of Edge Compute Resources

## Emerging Technologies
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## Deep Learning Benchmarks on Edge Devices
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